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mentioned earlier, the “tear—drop” shape gives too severe a dawn—

dusk asymmetry. The 50% decrease in ~~~ from 1800 LT to 00 LT is

not reflected in actual data, and thus we decided to re-normalize

our quadratic EDD vs. Kp relation (as derived in Mendillo and

Papagiannis (1971) for the 1800 LT sector) to actual ~~~ (00 LT)

AFGL/ISIS observations. An examination of the existing data

base revealed that ~~~ (00 LT) = 5 for = 2, and thus this
normalization point was chosen for the EDD vs. Kp relation, rather

than the ~~~ (18 LT) = 5 for Kp = 3 used previously. The new set

of reduced electric field values and consequent ~~~ locations are

given in Table 3.

To illustrate the procedure, consider the storm period of

21—22 April, 1971. Prior to 1200 UT, magnetic activity was

steady for nearly 9 hours, with Kp = 2. From 1200 UT on, Kp (a

3—hour index) varied as follows: 3, 4, 5, 7 , 5, 3, 2. To follow

the nightside ~~~ variations associated with this scenario, we

first used our simulation program to generate the equilibrium

(“tear-drop”) particle distribution appropriate to the t=0 point

of the scenario. Thus, the initial circular distribution of

particles was allowed to evolve to the case: 12:00 UT on 21 April

1971, Kp = 2 (Figure 6). The electric field model was then used

to input new EDD fields in concert with the observed Kp variation.

Computer generated plots of the modified particle distributions

were made at hourly intervals , and the ~~~ boundary values for

the LT sector in question were scaled from the plots (see Figure

7 for sample outputs 2, 9, 12, and 20 hours into the simulation).
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TABLE 3

EQUILIBRIUM PLASNAPATJSE MODEL NORMALIZED TO MIDNIGHT SECTOR

V (sw) 
~~~~~ 

L ~~~ ~~~
(Jcn/sec) (mv/rn ) (kv/rel (dusk) (noon/rni dn ) (dawn )

0 330.0 0.07 0.46 14.09 7.05 5.84
1 397.5 0.10 0.66 11.70 5.85 4.85
2 465.0 0.14 0.91 10.00 5.00 4.14
3 532.6 0.19 1.19 8.73 4.37 3.62
4 600.1 0 . 2 4  1.51 7.75 3.87 3.21
5 667.6 0 .29 1.87 6 .97  3.48 2 .87
6 735.1 0.36 2.27 6.33 3.16 2.62
7 802.6 0 .42  2 .70 5.79 2 .90  2 .40
8 870 .2  C .50  3.18 5 .34  2 .67  2 .21
9... 937 .7  0 .58  3.69 - 

4 . 9 6  2 . 4 8  2 . 0 5

V.— V- V _V ---V ~~~~~~~~~~~ — ______ -
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For this particular scenario, we examined the 2345 LT values in

order to compare the model’ s predictions with ISIS-i in-situ

probe data for the equatorward edge of the total ion trough in

the topside F—region (Wildinan et al., 1976). The results are

given in Figure 8, together with the “statistical predictions” of

the L-value of the plasmapause using the relation given by

Rycroft and Thomas (1970) .

In examining the results , there are several features to note :

(1) The trough’s equatorward edge (measured high in the F-region)

is probably a better indi cator of the plasmapause location during

disturbed times than during quiet periods . Thus , at the t=0 point

of the scenario , the difference between the data and the model is

the lar gest.

(2) As the storm progresses (in this case , rather smoothly from

= 3~ 4~ 5~ 8) ,  the steady contraction of the plasmapause is re-

produced. The statistical results of Rycroft and Thomas (1970)

appear as discontinuous jumps every 3 hours (the Kp interval);

they also tend to agree with the observed behavior.

(3) Following the storm maximum, i.e., af ter 00 LT on 22 April

1971, the Kp transition 5÷3÷2 causes a gradual recovery of the

plasmapause to higher L-values. There is a definite “sluggish-

ness” built into the model arising from the previously high Kp

values. This ability to take previous magnetic history into

accoun t is in sharp contrast to the statistical predictions which

show instantaneous adjustments to higher ~~~ values.
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We have tested this procedure for other Kp scenarios and

find the “sluggishness ” of the model to be a major asset for both

intensification effects (e.g., Kp = 1÷5) and recovery patterns.

Figure 9 gives a second example for which frequent satellite

data were available. The period considered was a large and pro-

tracted storm, givLng us the opportunity to test the modelling

scheme for an extended period of relatively high geomagnetic

activity. The model predictions are again remarkably consistent

with the satellite data.

In summary , our numerical simulation studies of magneto—

spheric convection, as related to plasmapause dynamics, have

yielded some quantitative conclusions about plasmapause transi-

tion times and ~Kp (sunnnari-..~ d in Figure 5 ) ,  and definite evi-

dence that a relatively simple physical model for a convection—

dominated plasmapause can be used to simulate nightside dynamics

effects (as evidenced in Figures 8 and 9).

- -- - - -—---- --~~~~~~~~~—- - -~~~~~~~
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3. FINITE ELEMENT SIMULATION APPLIED TO THE AURORAL IONOSPHERE

Two of the major effects precipi tating magnetospheric par-

ticles have upon the earth’s upper atmosphere are excitation of

the auroral spectrum and the production of ionization. While

auroral studies have grown into an important discipline in space

research (see, for example, the treatise by Akasofu , 1977) the

latter effect has attracted only limited attention [Rees, 1963; Banks

et al . ,1974;  Mantas and Walker , 1976] despite its importance in

applications to radio wave propagation. The processes control—

ling the redistribution of particle—generated ionization at high

lati tudes are many and complex : they stem from chemical reac-

tions, vertical diffusion, heating, E—fields, neutral winds and

related effects .

The purpose of the investigation reported on here has been

to develop, as a first step towards a more comprehensive capa-

bility, a one-dimensional simulation technique to describe the

vertical distribution of electron density in the high latitude

ionosphere. The computational procedure adopted is Finite

Element Simulation [Balko and Mendillo, 1977]. The FES technique

relies on the application of physical and chemical laws, usually

in a linearized version, to the system under investigation in

the following manner.

The system is divided into a number of convenient cells

(labeled i , j, k ) ,  using the symmetry of the situation to advantage

so as to minimi ze the number of geometrical parameters.
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Each cell is characterized by three types of parame ters :

a) Geometrical parameters ~~(i) , such as the position of

the center of a cell , its volume , cross sectional area ,

surface area, etc.

b) Physical par ameters c 9 ( i) , such as diffusivity , specific

heat, etc.

c) Transport functions t (i) , such as temperature , concen-

tration , pressure , etc .

‘r (i) is an intensive parameter arid the associated extensive

parameters, e.g. heat, number of particles, is denoted Q(i).

The parameters in group Cc) are specified initially, r(i) at

t=0 , and then a time interval t~t is chosen over which the cal-

culation is to take place. The choice of ~t is governed by the

requirement that it should be small enough to prevent “overshoot”

in the calculations .

The heart of the calculation is the set of physical laws

which describe changes in the system par ame ters t (i) over the

interval (t, t t i~t). A general process (m) can be thought of

as causing a change ,~Q 
m (~) due to the transfer parameter Tm (~ )

of cell i. It can be calculated from

~Q m ( .)  = c 2( i , i + 1) A(i, i + 1) ‘~(i, i + 1) ~t (1)

where ~~, A and ~ are functions of the appropriate geometrical,

physical and transfer parameters of the system.

~Q m (~ ) is a change in the extensive par ameter corresponding

to Tm (~ ) and gives the amount of “material” transferred out of
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cell (.11 by the process m. In the case of molecular diffusion,

AQ is the number of molecules transported in time i~l t , due to

concentration differences in the cells. The changes in the

transport functions can be obtained from

= ~~Qm(~~1) — ~Qm (.) ),Rm(~) (2)

This leads to a new t (i~ at time t + ~t which is obtained from

all the ~r Cii by

t(i)new = T(i )
Old + Ci) (~ )

where we have assumed (J41 Independent processes affecting the

parameter r C i~ .

The preceding three steps are repeated unti l tmax is reached.

The result of the calculation is a profile of the r parameter as

a function of position (cell center) for different times. Note

that this is a dynamic simulation calculation so that in order

to obtain an equilibrium situation the temporal development has

to be simulated until an asymptotic behavior is reached.

One Dimensional Diffusion

Figure 10 represents the simple geometry we have adopted

for the problem of vertical diffusion of charged particles in

the earth’s upper atmosphere (150 <h < 1500 kin) . For simplic-

ity we assume 1) the earth’s magnetic field B = BZ and 2) the

horizontal cross—sectional area of the cells ACZ) = A = constant.
Typically , A = 20 km x 20 km and the total number of cells 40.
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FIGURE 10. CELL GEOMETRY FOR ONE-DIMENSIONAL VERTICAL

DIFFUS ION .

__--_

~~~

-—

~~~~~

_ - -V _

~~~~~~~~~

- - -

~~~~~~~~~~~~~~~~ 

IV



29

The number of molecules transferred by diffusion from cell

(i—1} to cell (ii during the time interval ~t is given by

~N (i—1 , i) = ~~~~ [C(i) — C(i—l) } t~t (4)
1~Z(i—1 , i)

where for cell i the quantity ~N (i—1, i) is positive if the par-

ticle flux is into the cell. Note that the diffusivity D repre-

sents effective diffusivity defined as

g, . ~~..
(5)

D = £~ /D~ +R.~_1/D~_1
th .where ~.i is the length of the i cell. C(i) is the concentration

of the diffusing species in cell I, ~Z(i—l , i) = Z(i) — Z(i—l),

separation of centers of cells i and i—i.

Analytically, this expression can be written as a flux from

one cell into the other, dependent on the gradient between the

two cells. Defining a flux into a cell as positive,

F = -D dC

where D is again the diffusion coefficient and F is the number

of particles crossing a unit area per unit time between the

interface of the two cells , F = 1 dN . The concentration change

in the ith-cell afte r diffusive transfer between it and the two

adj acent cells i—l and i+l is

- 
~~~~ = I~.N

D(i_l , i) — ~N
D (i, i+1)] !_ (6)

where V(i) is the volume of the ith cell. ~his is a special
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case of equation (2) where the parameter Rm (I) is simply the

volume of the jth cell. The new concentrations at time t + lit

are

C~~(t + lit) = c
~~
(t) + liC1? (7)

This operation is performed for all the N cells in the system

and is repeated n times for subsequent time intervals until the

maximum required time tmax = nAt is reached. The calculation

step (lit) need not remain constant over the entire time span

but could be changed as the calculation evolves. The re-

sult of the calculation is a “concentration profile” of the

system as a function of time.

We can now show the correspondence between the above approach

and the diffusion equation. Consider the simple case of a

homogeneous medium. The concentration change over the time

interval lit as calculated from equations (4) and (6) may be

written as

AC. (t , lit )
lit = D ~~— [ C ~_ 1 + C~~ 1 — 2C~~] 

. 

~
j_. (8)

where V~ = A liZ~ is the volume of cell i and all cells are

assumed to have identical cross-sectional areas and linear

dimensions. Changing notations to C~ -s C(Z), C~_1 ÷ C(Z-liZ),

C~ .,1 -- C (Z + AZ ) and taking the limit as At ÷ 0 and AZ ÷ 0

independently , we get

( 9 )

- ~~~~~~~~~~~~~~~ - - - V _ _ _ _ _ _ _  -
~~~~ ~ V V  -~~~~ - - -  — -- -_____
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by the definition of the derivative. We have thus derived

the diffusion equation from our two equations of transport in a

homogeneous medium .

The next step in building up our simulation of the trans-

port phemomena is to introduce the force field drift term (liC~)

which, in our case of atmospheric diffusion, arises from the

garth’s gravitational attraction. Given an effective drif t

velocity G~ between cells (due, in this case, to the gravita-

tional acceleration) the number of molecules transferred from

cell Ci) to cell (i+l) in the time lit is given by

liN~
’(i,i + 1) + G~ ~ C. lit

~ AZ~ ~

where G~ is calculated the same way as D~ (see equation 5 ) .  The

change in the concentration of cell i due to this process is

= [AN F’ (i_ l , i) — liN~
’(i , i +1)] - (10 )

Analytically, this change is usually referred to as the ‘advection

term ’ in the continuity equation for concentration (C). It gives

the time rate of change in C due to drifting spatial gradients

in C, i.e.

= . vC =

a

Following the procedure used with the diffusive term above, we

can show that equations (1), (2), (5), (10), in the appropriate

limit can be used to derive Smoluchowski’s equation for diffu-

sion in a force field .
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(11)

for a homogeneous medium.

Finally, for reactive substances we introduce the change

in concentration due to chemical reactions. Suppose the diffus-

ing substance reacts with a background constituent whose concen-

tration in cell i is given by C~ . The change in concentration

of C~ due to reactions of the diffusing material during the time

interval lit is given by

AC~ = -kC. lit (12)
1 1 1.

where k is the chemical reaction rate in units of volume/time.

In summary, if Ci~ represents the concentration of substance

~~ ( a  = 1, - . ~~) in cell i, then the total change in concentra-

tion is obtained from

ACr (t , At ) = liçf,i + Ac!,i + A~~~,i (13)

Computations and Results

Electron density enhancements in the F-region beneath the

day side magnetospheric cusp represents a relatively simple case

of particle-generated ionization in the earth’s upper atmosphere

IChacko and Mendillo, 1977] . We have applied the FES technique

sketched in the previous section to this problem . The model

incorporates vertical diffusion of 0+ and H+ , gravitational

drift and predominant chemical reactions.
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Table 4 shows values of the diffusion coefficients we have

adopted IBanks and Kockarts, 1973]. Table 5 lists the chemical

reactions and their rate coefficients included in the computa-

tions.

Figure 11 shows the initial 0+ and H+ distributions which

form part of the input into the program . The lower parts of

both profiles as well as the upper part of the H~ profile re-

present reasonable but arbitrary values while the upper F—region

values for [0+] are the measured electron densities at 75 • 50

Corrected Geomagnetic Latitude during quiet periods in December

1971 [Chack o and Mendillo, 1977] - These initial profiles are

considered adequate for the purpose of demonstrating the feasi-

bility of the FES scheme in the area of plasma diffusion at high

latitudes.

Figure 12 shows the evolution of 0+ and H+ profiles at the

end of 15 minutes as a result of diffusion and the chemical

reactions listed above as well as of gravitational drift.

Figure 13 represents the vertical 0~ and H~ distributions at

the end of 20 minutes of real time when, in addition to the

above processes, in-situ production by soft electrons [Knudsen

et al., 1977] was allowed to operate for the last 5 minutes.

The fact that the final profiles are well-behaved and quantita-

tively realistic shows that the FES scheme we have developed

can now be utilized to obtain quantitative results in the field

of plasma diffusion at high latitudes.

V - ---- - - - V - - - - - - - V-_  -
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TABLE 4

DIFFUS ION COEFFICIENTS

Species D (cm2/sec)

0~ —O 3.1 x ia l7 T~~
— to] (1 +

0~ —0~ 7 .2  x io 15 T
~

[Oz]

0~ —N 2 8.5 x 1015 T.
1

- [N2]

0k—He 5 .6  x io lG T~
[He]

0k—H 4 .0 x 1016 T~
[H

+ + ~ 5/20 —H 9 . 4  x 10 
____

[H ~
}

H~ —O ~~~~~~ x io 16 T~
[0 1

2 .6  )( 1016 T~
[Oz ]

H~ — N 2 2 .5  x 10 16 T1

H~ —He 7 .8  x io l6 T~
[He]

6.9 ~ 
T~~

2

[ok]

+H —H S.0 x ~o~ ’ ~i[H] (1 + T / T ~~) ½



TABLE 5

CHEMICAL REACTIONS AND THEIR RATES

Reaction Rate (cm~
3/sec)

0
+ + N2 ~ N + NO+ 1.2 x 10~~~

2 (300/T~~)

+ 0~ -
~~ 0 + O2~ 2.0 x l0 hl(3OO/T~)

½

NO~ + e -
~~ N + 0 4.1 x l0 7( 300/T )

Oz~ + e 0 + 0 2 .2  x 10 7(300/T5)
°85

2.5x 10~~
l T ½

n

11+ + 0 ÷ 0~ + H 2 .3 x l0 11 T . ½
1

a
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